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Abstract
This paper presents the network psychometric framework for dimensionality and item analysis termed 
exploratory graph analysis (EGA). It starts by briefly contextualizing the field of network psychometrics 
and the early work from the 1950s and 1960s. Then, it provides a brief overview of EGA and other recent 
developments, such as the network loadings (a metric akin to factor loadings), total entropy fit index 
(verification of dimensionality fit), dynamic EGA, bootstrap EGA for dimensionality and item stability, 
random intercepts EGA (handling wording effects), and hierarchical EGA to estimate high-order structures 
(e.g., generalized bifactor models). The goal of the paper is to present the reader with a list of contextu-
alized references.

Keywords: psychometrics, network science, quantitative psychology, exploratory graph analysis, 
quantitative methods

ANÁLISE EXPLORATÓRIA DE GRÁFICOS EM CONTEXTO

Resumo
Este artigo apresenta a abordagem de redes psicométricas para a análise de dimensionalidade e de itens 
chamada análise exploratória de gráficos (exploratory graph analysis [EGA]). O artigo inicia-se pela contex-
tualização do campo de análise de redes com trabalhos publicados nas décadas de 1950 e 1960. Em segui-
da, apresentam-se brevemente a abordagem da EGA e outros desenvolvimentos recentes, como as cargas 
de redes (semelhante a cargas fatoriais da análise fatorial), o índice de ajuste de entropia total (para veri-
ficação do ajuste da dimensionalidade aos dados), a EGA dinâmica, a bootstrap EGA para análise de estabi-
lidade das dimensões e dos itens, a EGA de interceptos aleatórios (referente a wording effects), e a EGA 
hierárquica para estimar estruturas de alta ordem (por exemplo, modelos bifatoriais generalizados). O 
artigo objetiva apresentar ao leitor um conjunto de referências contextualizadas na área.

Palavras-chave: psicometria, ciência de redes, psicologia quantitativa, análise exploratória de gráficos, 
métodos quantitativos

ANÁLISIS EXPLORATORIO DE GRAFOS EN CONTEXTO

Resumen
Este artículo presenta el marco psicométrico de redes para la dimensionalidad y el análisis de ítems deno-
minado análisis exploratorio de grafos (exploratory graph analysis [EGA]). Comienza contextualizando bre-
vemente el campo de la psicometría de redes y los primeros trabajos de los años 1950 y 1960. A continua-
ción, proporciona una breve visión general del EGA y otros desarrollos recientes, como las cargas de red 
(una métrica similar a las cargas factoriales), el índice de ajuste de entropía total (verificación del ajuste de 
la dimensionalidad), el EGA dinámico, el EGA bootstrap para la dimensionalidad y la estabilidad de los ítems, 
el EGA de intercepciones aleatorias (manejo de los sesgos de respuesta) y el EGA jerárquica para estimar 
estructuras de orden superior (por ejemplo, modelos bifactoriales generalizados). El objetivo del artículo 
es presentar al lector una lista de referencias contextualizadas.

Palabras clave: psicometría, ciencia de redes, psicología cuantitativa, análisis gráfico exploratorio, 
métodos cuantitativos
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The year 2022 marks the first decade of a methodological revolution in the area of 

quantitative psychology that emerged from the popularization of network methods to analyze 

psychological datasets. This revolution was ignited by the publication of the qgraph package for 

R (Epskamp et al., 2012). The qgraph package popularized the use of network models by provid-

ing easy-to-use and free software for network visualization and estimation, with a wide range 

of applications in psychology and related areas. The qgraph package helped to popularize network 

methods in psychology, which were gaining momentum with the publication of the mutualism 

model of intelligence (Van Der Maas et al., 2006) and network perspective on psychopathology 

(Borsboom, 2008; Borsboom et al., 2011; Cramer et al., 2010).

The network perspective on psychological constructs originated a new subfield of quan-

titative psychology called network psychometrics (Epskamp, 2018; Epskamp et al., 2017). Network 

models are used to estimate the relationship between multiple variables – typically using the 

Gaussian graphical model (GGM) (Lauritzen, 1996), where nodes (e.g., test items) are connected 

by edges (or links) that indicate the strength of the association between the variables (Epskamp 

& Fried, 2018). From this representation, some network advocates suggest that variables form a 

causal system of mutually reinforcing components (Christensen et al., 2020; Cramer, 2012). This 

perspective on psychological phenomena is often juxtaposed against common-cause perspec-

tives represented by latent variable models (Bringmann & Eronen, 2018; Guyon et al., 2017).

Despite differences in representation, network and latent variable models are closely 

related and can produce model parameters that are consistent with one another (Boker, 2018; 

Christensen & Golino, 2021c; Epskamp et al., 2017; Golino & Epskamp, 2017; Golino et al., 2021; 

Marsman et al., 2018). These statistical similarities can be used as a way to explore the dimen-

sionality structure of measurement instruments in a new framework termed Exploratory Graph 

Analysis (Christensen et al., 2019; Golino & Demetriou, 2017; Golino & Epskamp, 2017; Golino, 

Moulder, et al., 2020; Golino, Shi, et al., 2020).

However, not many psychologists recognize that the use of networks in psychology has 

a historical precedent. In an account of the Reticular Action Model (RAM) (McArdle, 1979, 1980), 

Boker (2018) shows that Cattell (1965) argued for a network structure for latent variables in which 

both observable and latent variables would present a multi-influence graph structure. When devel-

oping the Reticular Action Model, what McArdle had in mind was the more general implementation 

of a network of relations, as pointed out by Boker (2018):

As McArdle presented his ideas it became evident that he was driven to implement the most general net-

work of relations, the reticular relations proposed by Cattell (1965). I argued that “reticular” was an unnec-

essarily obscure term – why did he not just call it Network Analysis Modeling. In his usual lighthearted 

manner, McArdle replied that the acronym NAM had obvious negative associations for many Americans. But 

primarily, he wanted to honor Cattell’s contribution in helping generalize latent structure away from the 

strict input-output causal implications that had previously dominated statistical modeling. There is a subtle 

point here. Input-output designs such as factor analysis, multiple regression, and mediation models all 
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encourage the modeler to think in causal terms. On the other hand, a network model with feedback (recip-

rocal relations) is better framed in terms of bidirectional coupling or resonance. Strict causality becomes 

irrelevant in a highly connected feedback network. The answer to the causality question is always “yes”, no 

matter which two variables and no matter in which order one picks. Modern network and dynamical systems 

models have recently begun to be analyzed in terms of impulse response resonance, sidestepping the cau-

sality question entirely. In this way, McArdle was 30 years ahead of his time (p. 135).

Boker (2018) continues his recollection of the development of the RAM model by point-

ing out that:

The “Reticular” in RAM emphasizes the fact that SEM needs to be understood as being a network model. 

When Cattell (1965) proposed the idea of any observational model being embedded in a larger network of 

unobserved relations, few understood the wider implications. One of McArdle’s main advances was to in-

stantiate this idea of a general network model in a way that it could be estimated using cost function 

minimization optimizers (p. 138).

In sum, the history of network models in psychology, particularly psychometric net-

works, is much older than the more recent popularization of modern network techniques. It even 

preceded the work of Cattell (1965) by a decade, with the work of Guttman (1953). Guttman 

(1953) proposed a method termed image structure analysis, which is essentially the basis of con-

temporary node-wise regression network models (Haslbeck & Waldorp, 2020).

Exploratory Graph Analysis

In network psychometrics (Epskamp, 2018; Epskamp et al., 2017), networks are typically 

estimated using the Gaussian graphical model (Lauritzen, 1996) and the EBICglasso approach 

(Epskamp & Fried, 2018). The EBICglasso approach operates much like McArdle imagined: mini-

mizing a penalized log-likelihood function and selecting the best model fit using the extended 

Bayesian information criterion (EBIC) (Chen & Chen, 2008). The estimation of networks opened 

the door for psychologists to begin applying network science methods that have been developed 

in other areas of science to psychological problems such as dimensionality (e.g., factor analysis).

Golino and Epskamp (2017) showed that the GGM model combined with a clustering 

algorithm for weighted networks (Walktrap) (Pons & Latapy, 2005) could accurately recover the 

number of simulated factors, presenting a higher accuracy than traditional factor analytic-based 

methods. Golino and Epskamp (2017) termed this new method exploratory graph analysis (EGA). 

Expanding on this work, Golino, Shi, et al. (2020) compared EGA with different types of factor 

analytic methods (including two types of parallel analysis). They found that (using the GGM 

network model) achieves the highest overall accuracy (87.91%) in estimating the number of 

simulated factors, followed by the traditional parallel analysis with principal components of Horn 
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(1965) (83.01%), and parallel analysis using principal axis factoring proposed by Humphreys and 

Ilgen (1969) (81.88%).

Other network estimation approaches have since been used, such as the Triangulated 

Maximally Filtered Graph (TMFG) (Christensen et al., 2018; Massara et al., 2016) and non-regular-

ized partial correlation approaches (Williams & Rast, 2020; Williams et al., 2019) in the EGA 

framework (Christensen et al., 2021; Golino, Shi, et al., 2020). EGA usually presents a higher 

accuracy in estimating the number of factors in (cross-sectional) simulation studies data when 

using the GGM model rather than the TMFG or non-regularized partial correlation models. How-

ever, in the case of highly skewed data, the TMFG method leads to higher accuracy (Golino et al., 

2022).

Despite the advantages of EGA, the technique had previously only been suitable for 

cross-sectional data. In the case of intensive longitudinal data, the researcher might be interest-

ed in evaluating the dynamic structural organization of factors. Golino et al. (2022) proposed an 

extension of EGA, termed Dynamic Exploratory Graph Analysis (DynEGA), to deal with intensive 

longitudinal data by combining techniques from dynamical systems with network psychometrics. 

Instead of using the covariance (or correlation) of observable variables to estimate the network, 

the DynEGA technique uses the covariance (or correlation) of derivatives estimated via general-

ized local linear approximation (Boker et al., 2010). Therefore, communities estimated in the 

network represent variables that are changing together or dynamical factors. Golino et al. (2022) 

showed that DynEGA can recover the structure of intensive longitudinal data simulated using a 

dynamic factor model with high accuracy.

The EGA framework presents several advantages over more traditional methods (Golino, 

Shi, et al., 2020). First, unlike exploratory factor analysis (EFA) methods, EGA does not require a 

rotation method to interpret the estimated first-order factors. Although rotations are rarely 

discussed in the validation literature, they have significant consequences for validation (e.g., 

estimation of factor loadings; Sass & Schmitt, 2010). Second, EGA automatically places items 

into factors without the researcher’s direction, which contrasts with exploratory factor analysis, 

where researchers must decipher a factor loading matrix. Such a placement opens the door for 

dimension and item stability methods, which will talk about in the section. Third, the network 

representation depicts how items relate within and between dimensions.

The structures of networks are less amenable to traditional fit indices (but see Kan et al., 

2020) because of their number of parameters and exploratory nature. The total entropy fit index 

(TEFI) (Golino, Moulder, et al., 2020) was developed as an alternative to traditional fit measures 

used in factor analysis and structural equation modeling. In a comprehensive simulation study, 

the TEFI demonstrated higher accuracy in correctly identifying the number of simulated factors 

than the comparative fit index (CFI), the root mean square error of approximation (RMSEA), and 

other indices used in structural equation modeling (Golino, Moulder, et al., 2020). The TEFI is 

based on the Von Neumann (1927) entropy – a measure developed to quantify the amount of 

disorder in a system as well as the entanglement between two subsystems (Preskill, 2018). The 

https://doi.org/10.5935/1980-6906/ePTPIC15531.en


INVITED COMMENTARY

Psicologia: Teoria e Prática, 24(3), ePTPIC15531. São Paulo, SP, 2022. ISSN 1980-6906 (electronic version).
https://doi.org/10.5935/1980-6906/ePTPIC15531.en

6

TEFI index is a relative measure of fit that can be used to compare two or more dimensionality 

structures. The dimensionality structure with the lowest TEFI value indicates a better fit for the 

data.

Other developments and future directions

The robustness of the EGA framework has expanded into several important areas of 

psychometrics. Christensen and Golino (2021c) developed a new metric termed network loadings 

computed by standardizing node strength – the sum of the edges a node is connected to – split 

between dimensions identified by EGA. They showed a simulation study that network loadings 

are akin to factor loadings, opening a new line of research within the EGA approach. These load-

ings have opened to door to assessing measurement (metric) invariance (Jamison et al., 2022) 

from the network perspective as well as determining whether data are generated from a factor 

or network model (Christensen & Golino, 2021b).

Based on the automated item placement of EGA, Christensen and Golino (2021a) devel-

oped a bootstrap approach to investigate the stability of items and dimensions estimated by 

EGA, termed bootstrap exploratory graph analysis. Metrics of item stability (how often an item rep-

licates in their designated EGA dimension) and structural consistency (how often an EGA dimen-

sion exactly replicates) can be used to verify configural (or structural) invariance and determine 

poor functioning items. A complementary approach, called Unique Variable Analysis, was devel-

oped to determine whether items are locally dependent and can be used to identify why some 

items function poorly (Christensen et al., 2020).

Garcia-Pardina et al. (2022) developed an extension of EGA called random-intercept ex-

ploratory graph analysis (riEGA) to deal with the issue of wording effects, the inconsistent re-

sponse to regular and reversed self-report items. riEGA estimates a random intercept factor with 

unit loadings for all the regular and unrecoded reversed items and applies EGA to the residual 

correlation matrix. Through a simulation study, the results indicated that combining the pro-

posed procedure with EGA achieved high accuracy in estimating the substantive latent dimen-

sionality. Another recent development is the hierarchical EGA (hierEGA) technique by Jimenez 

et al. (2022), who proposed an alternative variation to a popular clustering algorithm called 

Louvain (Blondel et al., 2008) to detect lower and higher order factors in data. They demonstrate 

via simulation that hierEGA outperforms the original Louvain algorithm as well as traditional 

factor analytic techniques such as parallel analysis for detecting high-order factors.

All the EGA-based techniques pointed out in this brief paper are implemented in a free 

and open-source R package EGAnet (Golino & Christensen, 2019), which has become one of the 

main software in network psychometrics. As in any evolving field, several issues are still to be 

addressed in network psychometrics and the EGA framework. For example, little is known about 

the robustness of EGA in the presence of population error or how stable are the dynamical factors 

estimated using DynEGA. Additionally, more simulation studies are necessary to understand the 

conditions in which the TMFG network method works better than GGM networks (e.g., how much 
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skew before TMFG starts working better). Another interesting open question is whether the total 

entropy fit indices work as a fit measure when the dimensionality structure is estimated using 

DynEGA. We know that TEFI works better than the traditional fit metrics used in SEM (such as 

CFI and RMSEA) for dimensionality analysis, but little is known about its suitability for dynamic 

structures. The methods discussed in this paper offer a glimpse into the emerging EGA frame-

work for psychometrics from the network perspective.
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